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This Talk

• Introduction to (Job) Recommender Systems

• Using Deep Learning in job RecSys
• Creating job embeddings and use them in content-based recsys

• Providing personalized job recommendations for anonymous users with 
autoencoders



Introduction



What are Recommender Systems?

• Recommendation systems (RS) help to match users with items
• Ease information overload
• Sales assistance (guidance, advisory, persuasion,…)

• Different system designs / paradigms
• Based on availability of exploitable data
• Implicit and explicit user feedback
• Domain characteristics

RS are software agents that elicit the interests and preferences of individual consumers […] and make 
recommendations accordingly. 
They have the potential to support and improve the quality of the 
decisions consumers make while searching for and selecting products online.

(Xiao & Benbasat 20071)

Xiao and Benbasat, E-commerce product recommendation agents: Use, characteristics, and 
impact, MIS Quarterly 31 (2007), no. 1, 137–209



Purpose & Success of Recommender Systems

• Different perspectives/aspects
• Depends on domain and purpose
• No holistic evaluation scenario exists

• Retrieval perspective
• Reduce search costs
• Provide "correct" proposals
• Users know in advance what they want 

• Recommendation perspective
• Serendipity – identify items from the Long Tail
• Users did not know about existence



When does a RecSys perform well?

• Prediction perspective
• Predict to what degree users like an item
• Most popular evaluation scenario in research

• Interaction perspective
• Give users a "good feeling"
• Educate users about the product domain
• Convince/persuade users - explain

• Conversion perspective 
• Commercial situations
• Increase "hit", "clickthrough", "lookers to bookers" rates
• Optimize sales margins and profit   



How does it work? 

• Given:
• User model (e.g. ratings, preferences, demographics, situational context)

• Items (with or without description of item characteristics)

• Find:
• Relevance score. Used for ranking.



Basic Paradigms in RecSys

• Collaborative: "Tell me 
what's popular among 
my peers"

• Content-based: "Show 
me more of the same 
what I've liked“

• Hybrid: combinations 
of various inputs 
and/or composition of 
different mechanism 



Job Recommender 
Systems



Why Job Recommender 
Systems?

• Abundant overload of job 
vacancies

• Dynamic labor market: need to 
support job mobility

• Emergence of business-oriented 
social networks (e.g. LinkedIn, 
Xing, CareerBuilder, Talto)



What makes Job RecSys challenging? 

• Ephemeral nature of jobs

• User experience: need for
• increased diversity

• Explanations

• exploration

• Multi-stakeholder problem

• Reciprocity: getting a job requires reciprocated interest

• “technical” challenges
• Data sparsity, cold-start problem



Some Job RecSys Approaches 

• Collaborative filtering (CF)

• Content-based filtering (CBF)

• Hybrids

• Searching for a suitable candidate for a job and recommending them 
that job

• Inference based on job transition patterns

• Sequence modeling

• …



Using Deep Learning to 
recommend jobs 



Lacic, E., Kowald, D., Reiter-Haas, M., Slawicek, V., & Lex, E. 
(2017). Beyond accuracy optimization: On the value of item 
embeddings for student job   recommendations. FUP Workshop 
@ ACM WSDM ’18, February 6, 2018, Los Angeles, USA



Setting the scene

Task: recommend jobs to 
university students 

Aim: explore the impact of using 
item embeddings in a content-
based job recsys



Scope

• Studo Jobs platform
• Focus on student jobs

• Aim: content-based job 
recommender systems 
to recommend jobs 
similar to the currently 
viewed one

• Plus: improve
recommendation
diversity



Dataset

• Data types
• Job postings: text & metadata

• Users: demographics, also anonymous

• Interactions: timestamp, user-item relation



Approach

• Input: job posting that the user currently views

• Doc2Vec algorithm to obtain job vectors representing the key features
of that job posting
• Vector representations→ “embeddings”: job description text as dense vector 

• Accounts for semantic & syntactic structure

• Use these job embeddings in a CBF recommendation scenario



Doc2Vec

• Extension of Word2vec

• Word2vec: word embedding
• Type of representation that stores 

contextual information in low-
dimensional vector

• Doc2vec: encodes entire documents
• Doc2vec vectors represent theme / 

overall meaning of a document

→ Job embeddings

Quoc Le and Tomas Mikolov. “Distributed representations of sentences and documents”. In: Proc. of ICML’14. 2014



Constructing the embeddings

• 3 strategies:
1. LAST: Vector representation of most recently interacted job posting of user

→ recency

2. AVG: Vector representation of all jobs a user has interacted with – averaging 
column vectors
→ frequency

3. BLL: Multiply job vectors from a user’s history with BLL values given by

→ Both recency & frequency



We exploit multiple 
information sources!

• Content: embeddings

• Time: BLL

• Similarity: hybrid CF



Evaluation:

• Dataset:
• Extracted from Studo

• ~3k users getting recommendations from 2.4k job postings; ~140k job views

• Baseline algorithms
• Content-based filtering

• Collaborative filtering

• Most popular



Evaluation metrics

• Accuracy metrics
• Precision, recall, nDCG

• Beyond-accuracy metrics
• novelty, diversity, serendipity



Results 

• MP, CF good 
accuracy, 
diversity

• CBF, LAST: 
good novelty

• LAST: ok
diversity



Are the 
recommendations 

useful?



Lacic, E., Reiter-Haas, M., Duricic, T., Slawicek, V., & Lex, E. 
(2019). Should we embed?: a study on the online performance 
of utilizing embeddings for real-time job recommendations. In 
Proceedings of the 13th ACM Conference on Recommender 
Systems (pp. 496-500). ACM.



Online Evaluation

• A/B tests in Studo

• Click-through-rate (CTR)



Study setup

• Online study in Studo Jobs platform (now Talto.com)

• CTR: percentage of recommended job postings a user has clicked

• Split user base in two equally sized groups



Results

Embeddings based on most recent interaction (LAST) have best online performance when 
recommending similar jobs



Providing recommendations on a user’s 
homepage in Studo

BLL Leads to higher user engagement



Findings

• Embeddings → effective representation of job postings

• Recency of interaction is a crucial factor

• Same as recency & frequency of interaction

→ Also verified in online study



How can we provide 
personalization if we do 

not have any 
information about the 

user?



Lacic, E., Reiter-Haas, M., Kowald, D., Dareddy, M. R., 

Cho, J., & Lex, E. (2020). Using autoencoders for session-

based job recommendations. User Modeling and User-

Adapted Interaction, 30(4), 617-658. 



• Input: sequentially ordered log of user interactions

• E.g item views, listening events,…

• In many cases:

• user cannot be identified (first‐time users, users not logged in) 

• no longer‐term preference information is available

• user interest/intention/preferences must be assessed from a small set of 
interactions

Very common in real-world scenarios!

Session-based Recommendation



• Background
• User intention is not known – e.g. shall we recommend more similar items?

• Computational task
• Predict subsequent user actions, given

• The last N actions the user has taken (e.g. in the current session)

• Other types of information (e.g. metadata, community behavior)

• Evaluation
• Standard IP metrics (precision, recall, …)

• Use publicly available log datasets (ideally)

Operationalizing the Problem



• Item co-occurrences in individual sessions
• “users who bought”

• Simple Markov Chains
• Count how often item appeared after others in the training data

• Session-based nearest neighbors
• Find similar previous sessions
• Weighted prediction scheme
• Choose similarity function

• Deep Learning
• Recurrent Neural Networks – a natural choice for the problem

• SOTA: GRU4Rec (Hidasi et al.), based on gated recurrent units

Quick Overview of Selection of Approaches



• Dimensionality reduction 
technique

• Encoder f(): learns 
transformations that compress 
input to shrink via bottleneck

• Decoder g(): reconstructs input

Our Approach: Neural Autoencoders



• Different autoencoder architectures (AE, VAE, DAE)
• Use them to infer latent session representations

• Representations used in k-nn manner to recommend jobs within a session

• 2 types of input
• Interactions with job postings within a session

• Interactions in combination with content features extracted from job posts

• Evaluation with beyond-accuracy metrics
• Diversity, serendipity, novelty

Approach



Latent session representations w/ autoencoders



• Predict next clicked item 
based on similar sessions

• Optimize for beyond 
accuracy metrics
• Diversity

• Serendipity

• Coverage

Session-based Job Recommender System



Implemented in Live System talto.com

https://talto.com/jobs/



• Job RecSys challenging problem

• Embeddings are effective tools to represent jobs

• Recency and frequency of interactions with job postings important 

• Personalization for anonymous browsers possible

• Autoencoders well suited to improve beyond accuracy performance

• “Simple” neighborhood-based methods also highly effective

Summary



Thank you for your 
attention

Happy to answer your questions!

elisabeth.lex@tugraz.at
http://www.elisabethlex.info
follow me: @elisab79
follow my lab: @socialcomplab

http://www.elisabethlex.info/

