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What is light ? ?



🤷 🤷

wave? 
photon? model(nature) model(           )



How does a ANN work? ?



🤷 🤷
non-linear statistical method? 

generalization? 
memorization? 

magic ? 
…

model(model(nature))

model(                ) =

observe interact collaborate



Three ideas
• Dissecting a GAN  

• Gaentidodes: Detecting machine-generated text 

• Become an ExBert to understand chemical reactions



Human-AI Collaboration 
for Generation: GANpaint

Bau, David, Jun-Yan Zhu, Hendrik Strobelt, Bolei Zhou, Joshua B. Tenenbaum, William T. Freeman, and Antonio Torralba.  
"GAN Dissection: Visualizing and Understanding Generative Adversarial Networks."  
In International Conference on Learning Representations. 2018.

Bau, David, Hendrik Strobelt, William Peebles, Jonas Wulff, Bolei Zhou, Jun-Yan Zhu, and Antonio Torralba.  
"Semantic photo manipulation with a generative image prior."  
ACM Transactions on Graphics (TOG) 38, no. 4 (2019): 1-11.

Bau, David, Jun-Yan Zhu, Hendrik Strobelt, Agata Lapedriza, Bolei Zhou, and Antonio Torralba.  
"Understanding the role of individual units in a deep neural network."  
Proceedings of the National Academy of Sciences (2020).
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Collaborative Generation



Gæntidotes



DCGAN 2014



ProGAN 2017



StyleGAN 2018







Sign Non-Machine Detect Machine



Detect Machine



Catching Unicorns   
with GLTR
Gehrmann, Sebastian, Hendrik Strobelt, and Alexander M. Rush.  
"GLTR: Statistical Detection and Visualization of Generated Text."  
In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics: System Demonstrations, pp. 111-116. 2019.



Sampling / NLG
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Magic



Sampling / NLG
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Sampling from a language model
• at each sampling-step there are many (~50k) differently probable events 

(words) to chose from 

• greedy strategy: take the most likely event all the time 

• top-n strategy: randomly sample from top-n events 

• beam search: keep the top-n events to see which one will be likely 
including the next sample steps

pt+1 many
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Idea

Can we detect how likely a text is sampled from a model? 

—> Kind of. We can indicate for each word the rank of this  
word in model predictions given the left-side context 



Sample - Sanity Check



Sample - NYTimes



Sample - Unicorn



Human Subjects Study

 54.2% 72.3%
acc. without highlights acc. with GLTR highlights

35 students, 5 texts in 90 sec, mix of generated and non-generated text



Real-World Impact of GLTR

Researchers need to be thought leaders 

- GLTR to date has almost 100,000 page views and was covered by 20+ news 
outlets, we used this opportunity to try to paint an accurate picture of the 
state of AI for the public  

- Discussions with OpenAI lead to thought exchange investigating the 
prevention of abuse of large models 

- We have been invited to DARPA events and advised the government-led 
global engagement center on prevention of foreign propaganda, we are 
collaborating on deploying and testing GLTR-like methods at scale

credit: Sebastian Gehrmann



Attention is (nearly) all you need

ExBERT: A Visual Analysis Tool to Explore Learned Representations  
in Transformer Models. 
B. Hoover, H. Strobelt, and S. Gehrmann.  
In Proceedings of the 58th Annual Meeting of the Association for  
Computational Linguistics: System Demonstrations,  
pages 187–196, Online, July 2020. ACL. 

Unsupervised Attention-Guided Atom-Mapping. 
P. Schwaller, B. Hoover, J.-L. Reymond, H. Strobelt, and T. Laino. 
Chemarxiv 2020 
ML Interpretability for Scientific Discovery, Workshop@ICML 2020 



ExBERT: A Visual Analysis Tool to Explore Learned Representations  
in Transformer Models. 
B. Hoover, H. Strobelt, and S. Gehrmann.  
In Proceedings of the 58th Annual Meeting of the Association for  
Computational Linguistics: System Demonstrations,  
pages 187–196, Online, July 2020. ACL. 



Background

• What are Transformers?  
• A Deep Learning Architecture that uses Self-

Attention to be SOTA in many NLP tasks 

• What is Self-Attention? 
• Mechanism that allows each token to refine its 

Representation (or Embedding) by looking at each 
other token in its context 

• Representations? Embeddings? 
• High dimensional vectors that computers use to 

assign meaning tokens

Self-Attention



http://www.peterbloem.nl/blog/transformers

Self Attention in Transformer Models (NLP)



Explore Attentions



Explore Representations



RXNMapper: Unsupervised 
Attention-Guided Atom-Mapping 

Unsupervised Attention-Guided Atom-Mapping. 
P. Schwaller, B. Hoover, J.-L. Reymond, H. Strobelt, and T. Laino. 
Chemarxiv 2020 
ML Interpretability for Scientific Discovery, Workshop@ICML 2020 









Three stories with lessons learned
• GanPaint 

Interactive tools can enable collaboration between human and models for 
creation and building intuition 

• GLTR 
Don’t be afraid to build a tool - maybe someone else finds a solution. 

• ExBERT => RxnMapper 
DL can be a complex statistical tool to discover latent characteristics. 
Visualization can help reading these statistics.





One more thing



The 1-day JS Prototype

MODEL 
(api.py)

REST interface 
(server.py)

JS interface + 
VIS 
(index.html)

Python Javascript / HTML / CSS

huggingface 
pytorch

flask html/css/js 
d3.js

https://github.com/SIDN-IAP/attnvis  
https://github.com/HendrikStrobelt/sentimenter_minimal_hai 

https://github.com/SIDN-IAP/attnvis
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https://no-moretime.net/ 

Hendrik Strobelt.  
“No = more time. The art of saying ‘No’”  
NeurIPS art gallery, 2020.

https://no-moretime.net/
https://no-moretime.net/
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