
Computer Go   
From the Beginnings  

to AlphaGo and Beyond
Martin Müller* 

Computing Science 
University of Alberta 
mmueller@ualberta.ca 

* Now on sabbatical here at JKU

mailto:mmueller@ualberta.ca


Introduction - About me
- Austrian,  

from Salzburg 
- Studied at  

TU Graz, ETH Zürich 
- Postdocs in  

Berkeley and Japan 
- Since 2000 at 

University of Alberta, 
Edmonton, Canada 

- Currently on sabbatical 
at FAW, JKU Linz





Topics of my Talk
My Education  in Go and Computer Go 

AlphaGo, Alpha Zero and MuZero 

I will tell you what these are,  
not how they work… 

How do they work? UofA is the right 
place to find out…



My (Computer)  
Go Education



The Game of Go
- Salzburg ca. 1980 
- I was 15 years old 
- I learned to play Go 
- Board game, two players, 

no chance element 
- Millions of players in 

Asia 
- Thousands in Europe 

and America



Rules of Go
- Start: empty board 
- Move: place one 

stone of your color 
- Goal: surround! 

- Empty points 
- Opponent (capture) 

- Win: control more 
than half the board



About Go
- Simple rules, complex 

strategy 
- Traditional AI approaches 

did not work well 
- Only recently, programs 

stronger than humans 
(AlphaGo etc.) 

- Classical hard benchmark 
domain for AI



Computer Go - Undergrad

- About 1985 
- I’m an undergrad at TU 
Graz, techn. Mathematik 
- Peter Lipp (supervisor):  
“let’s write a Go program 
together…”  
- Me: “OK”



Computer Go 
Dipl. Ing.

- 1989, TU Graz 
- Diploma thesis on 

Computer Go! 
- I’m hooked… 
- I want to do a PhD  

on Computer Go!



Computer Go 
PhD

- 1989-1995 ETH Zurich, 
Switzerland 

- Jürg Nievergelt’s computer 
games research group 

- Work for years on Go 
program “Explorer” 

- Never better than mid-level 
club player 

- Change PhD work: algorithms 
for solving Go endgames :(



Solving Go 
Endgames

- 1995 PhD at ETH 
- Full-board Go endgame 

problems 
- Many safe stones, many 

small endgame areas 
- Divide-and-conquer 

approach - local searches 
- Uses the mathematics of 

combinatorial game theory



Computer Go 
Postdoc

- 1995-2000 
- Berkeley 
- Then Japan 
- Work on Go endgames and 

other games 
- Go programs get better,  

but VERY slowly 
- Human knowledge is the 

bottleneck

Elwyn Berlekamp  
 (1940 – 2019)



Computer Go 
in 1998

Black: Many Faces of Go,  
world champion  
White: me 
Handicap: 29 stones (!) 
Result: I won by 6 points



Computer Go 
Professor

- Game Programming 
Workshop in Japan 
1999 

- Invited speaker: 
Jonathan Schaeffer, 
University of Alberta 

- Jonathan: “We have open 
faculty positions. You 
should apply” 

- me: “OK” 
- Fall 2000:  

joined CS department 



Computer Go 
Professor?

- 2000 - 2006, UofA: 
- Go is still hard 
- A professor needs to 

publish 
- My students and me do 

lots of other research as 
well…



MCTS,  
AlphaGo  

and Alpha Zero



Monte Carlo Tree Search (MCTS)
- 2006-08:  

the Monte Carlo Revolution 
- Coulom: Monte Carlo Tree Search 

(MCTS) 
- Kocsis and Szepesvari: UCT 
- Gelly, Teytaud,…: MoGo program 
- Can beat human pros with 8-9 

stones handicap 
- Suddenly there is hope… 
- We start Fuego, an open source 

MCTS library and Computer Go 
program

MoGo, 3200 cores 
 vs Kim, 8 Dan pro



Computer Go Progress 
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Fuego’s Small Board Success
- 2009 
- 9x9 Go board 
- First win vs top human pro 
- On even terms, no handicap 
- Our program Fuego did it! 
- How?  

- MCTS, deep search 
- 80 core parallel machine 
- Primitive Go knowledge White: Fuego, 80 cores  

Black: Chou 9 Dan  
White wins by 2.5 points



Rich Sutton
- Reinforcement Learning (RL) 

pioneer 
- Professor at University of 

Alberta 
- Rich also likes search! 
- “The two methods that seem 

to scale arbitrarily … are 
search and learning.”



Dave Silver
- December 2003, email from Dave 

Silver: “I am hoping to study for a 
PhD in computer go and machine 
learning…” 

- Rich Sutton and me: Come! 
- 2004-2009: Dave’s PhD at UofA 
- RLGo strongest learning Go program 
- Not as strong as MCTS 
- Very primitive “features” for 

knowledge



Computer Go 
Before 

AlphaGo
2008-2015  
- Everyone Improves Monte Carlo 
Tree Search 
- Add simple Go knowledge 
- Strength:  
about 3-4 stones handicap 
weaker than top humans

Knowledge based  
on simple features  

in Fuego



Deep Neural Nets
- 2011-2012 deep neural nets start winning image 

recognition contests 
- 2015 used for learning Go knowledge 
- At first: learn moves from human master games 
- Massively better knowledge than anything we had before



AlphaGo
- Program by DeepMind 
- Team lead: Dave Silver 
- Combines MCTS, deep 

networks, RL 
- Plays full 19x19 game 
- 2015: beats human 2 

dan pro on even, no 
handicap



AlphaGo 
vs Lee

- March 2016  
- Beats top player Lee Sedol 

4:1 
- Impressive strength 
- Lee wins game 4 
- Human outsearches machine?



Reactions
- Shock. Disbelief. Amazement. 
- Huge media interest 

worldwide 
- 60 million live viewers in 

China alone



How Did AlphaGo Work?
- The original AlphaGo was 

very complex 
- Four different neural 

networks 
- Supervised learning,  

then RL,  
then regression 

- Massively parallel system 
- Large numbers of both CPU 

and GPU



How Did AlphaGo Work (2)
- Search: still MCTS 

- Modified to use 
learned knowledge 

- Two main neural nets: 
- Policy net proposes 

good moves to search 
- Value net evaluates 

positions



AlphaGo vs Ke Jie
- 2017 match  

vs world #1 Ke Jie 
- Improved version  

of AlphaGo 
- Result: 3-0 for machine 
- AlphaGo retires from 

competitive play



AlphaGo Zero
- October 2017 article in Nature  

“Mastering the game of Go without  
human knowledge” 

- New simplified architecture 
- Learns entirely from self play 

using RL 
- Minimal human knowledge:  

rules of game 
- Stronger than previous AlphaGo



How does AlphaGo Zero Work?

- Only one network 
- Two different “heads” for policy 

and value output 
- Learns both policy and value 

together 
- New architecture: deep residual 

network (resnet)  
- Learns better 

- Search: still MCTS 
- Much stronger network 
- They could use smaller computer



Search and Learning Loop
- AlphaGo Zero’s “virtuous cycle”: 
- Search improves learning 

- Tries to learn the search result 
- Learning improves search 

- Learns which moves to search

Search           Learning



Alpha Zero
- 2017/2018, final version in Science 
- Simplify, remove more Go-specific tricks 
- Learn chess and shogi as well 
- Beat top chess, shogi programs 
- Learn from rules of games by selfplay



MuZero
- Fall 2019 arXiv preprint 
- Newest program in the 

AlphaGo line 
- Novelty: it is not even given 

the rules of the game 
- Plays Go, chess, shogi, and 

Atari games



How does MuZero Work?
- Input: game records with 

correct (legal) moves 
- Learns three neural nets: 
- First net: h 

Maps from raw game state to 
a learned internal state 
representation



MuZero (2)
- Second net: g 
- Learns how to “make a move” in 

the internal representation 

- Third net: f 
- Computes policy and value, as in 

Alpha Zero, but from the internal 
representation, not the game itself



MuZero (3)
- Learned model has errors 
- Errors compound with depth 
- Searches only a few steps deep 

- (about 5) 
- Still, super-strong play



MuZero  Results



AlphaGo and Us
AlphaGo was “Big Science” 

Dozens of developers, 
millions of dollars in 
hardware and computing 
costs 

What is the role of 
universities in all of this? 

We contributed lots of: 

1. Basic research 

2. Training



UAlberta Research 
and Training

- Citation list from  
first AlphaGo paper 

- Papers with UofA people  
in yellow



What’s Next?
- Extremely successful for games 
- Still many limitations 
- What if the rules change? 
- What if our model of the world has 

errors? 
- What if we do not have a model of 

the world?



What’s 
Happening 

Now?
- Research continues 
- Examples from our group: 
- 3-head neural net 
- Memory-augmented MCTS 
- Exploration in SAT solving 
- Combine RL and search in 

more general settings



Summary
- Overview of Computer Go and 

especially DeepMind’s programs 
- From human-engineered to 

machine-learned solutions 
- Search plays a key role for 

both learning and actual use 
- Huge success in games 
- Much work remains to apply 

methods in the real world


